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ABSTRACT

Burton, R., Kendall, Ch.G.St.C. and Lerche, 1., 1987. Out of our depth: on the impossibility of fathoming eustasy
from the stratigraphic record. Earth-Sci. Rev., 24: 237-277.

The evolution of a sedimentary basin’s gross morphology depends upon (1) basement movement, (2) sediment
accumulation and compaction, and (3) variations of eustasy with time. Thus if an accurate history of eustasy could be
derived, it would aid in our understanding of basin stratigraphy and help in the prediction of sediment geometry from
described areas.

Techniques which attempt to determine the magnitude of eustatic sea-level excursions include the measurement of
(1) the amount of sedimentary onlap onto the continental margins with and without the use of hypsometric curves, (2)
the thickness of marine sedimentary cycles and the elevation and distance between indicators of old strandlines, (3) the
perturbations on individual thermo-tectonic subsidence curves and stacked crustal subsidence curves, (4) the variations
in deep-ocean oxygen isotopes found in sediments, and (5) the size of variables used in graphical and numerical
simulations of basin fill in terms of tectonic behavior, rates of sediment accumulation and eustasy which “invert” the
problem. To date a combination of the use of relative sea-level charts derived from sediment onlap of the continental
margin with dimensioning by oxygen isotopes responding to glacial events offers the best potential for relative
(tectono/eustatic) sea-level curves, but even this method can not produce a unique solution for absolute eustatic
variations.

Mathematical modelling shows that, at best, it is possible to obtain only the sum of tectonic basement subsidence
and sea-level variations from the above methods, and, at worst, not even that simple a combination. Thus, every
proposed scheme to measure eustatic sea-level excursions assumes some behavior for two of the three underlying
processes: tectonic movement of the basement, sedimentary accumulation and eustatic sea level. Each scheme then
determines the third process relative to the assumed model behavior of the other two.

It would seem that, like King Canute, we cannot command the sea though we can still use undifferentiated
“relative” (tectono/eustatic) sea-level curves to generate a “family” of solutions which are the product of a variety of
absolute sea-level curves and tectonic models. Each solution has then to be assessed in terms of geologic setting and
the hypotheses it generates.

INTRODUCTION
The importance of eustasy to basin history

The reader should note that the definition
we use in this paper for eustasy is “a change
in elevation in sea level on a worldwide basis
relative to the stationary datum at the center
of the earth”. This definition may differ from
those of other geologists cited in this paper.

Eustatic sea-level events are important to
an understanding of basin history because
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they produce unique responses in the sedi-
mentary record that can be recognized on a
worldwide basis. They can date not only the
sedimentary fill of specific basins but the fill
from basin to basin. They modify deposi-
tional environments through time, and so are
in part responsible from changes in the sedi-
mentary record and the fauna which punctu-
ate evolution (Hallam, 1984). Eustatic events
can be used to identify relative sea-level
changes, be they caused by (1) local tectonic
events or (2) variations in the earth’s rota-
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tional axis (Morner, 1983). Should the rate of
change of eustasy be more rapid than
thermo-tectonic movements, then the size of
the resulting accommodation for sediment fill
can be ascribed to that sea-level change and
may be used to predict the location and

geometry of the sedimentary fill of basins.
Finally, if the size of an eustatic event were
known then this could help to determine how
much of the crust’s movement is related to
flexural response to sea-level change versus
thermo-tectonic subsidence.
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Fig. 1. Sediment geometry displayed by the Permiarr Upper Guadalupian margin of the Delaware Basin in west Texas

and its evolution through time (after King 1948).



If, as we show in this paper, the record of
absolute sea-level change cannot be untangled
from sediment compaction, crustal flexural
strength and thermo-tectonic behavior, then
basin history modelling in the form of graphi-
cal simulations of the sedimentary fill can be
used to yield a family of solutions. Geologic
judgement is then applied to choose the most
likely models and set limits on the input
variables.

Later in the paper we provide the results of
one such a simulation of sediment fill on a
hypothetical continental margin. Similar
simulations producing families of solutions

could be useful as stratigraphic tools which

would enhance our understanding of the
stratigraphy of basins. For instance, a simula-
tion might be used to duplicate sediment
geometry during periods of over-the-shelf-
edge sediment bypass during a low-stand as
in the Lower Cretaceous of the North Sea or
the Tuscaloosa of the Gulf Coast of the U.S.A;
it could maximize the integration of geologi-
cal, geophysical, and paleontologic data; and
it could reinforce interpretations made from
internal seismic reflections. The data required
to do this can be derived from conventional
sources such as biostratigraphic analysis, re-
gional mapping, examination of core samples,
well logs and seismic cross-sections. Such a
simulation can be tied directly to oil and gas
exploration. This strategy provides a dynamic
framework of many possible solutions, from a
variety of inputs, on which to superimpose
depositional models to account for unconfor-
mities and lithological variation in vertical
sequences, and to highlight the far-reaching
effects of worldwide sea-level events. How-
ever, to construct such simulations we need to
determine the magnitude of “relative” (tec-
tono/ eustatic) sea-level excursions to at least
set limits to the possible solutions.

Major variables responsible for gross sediment
geometry

The stratigraphy of the sediments that fill a
basin is dependent on the source and deposi-
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tional setting of the sediments, the role
tectonism plays in controlling basin fill, and
the influence of eustasy. It is the difficulty in
separating these three influences that has
plagued sedimentary stratigraphic interpre-
tation and makes measuring the magnitude of
eustatic sea level so difficult. Suess (1906),
Stille (1924), Grabau (1936), Kuenen (1939),
Umbgrove (1939), Bally (1981), Watts (1982),
Matthews (1984a) and Hallam (1984) are
among many geologists who have confronted
the problem and have catalogued how, over
the last 80 years, different people have tried
to solve it.

As Goodwin and Anderson (1985) point
out, the most pervasive component of strati-
graphic sections is the “recurrent asymmetric
sedimentary sequence”. They cite the fining-
upward “red bed” cyclothems of Allen (1964);
the carbonate tidal flat cycles of James (1979);
the clastic tidal flat cycles of Klein (1970);
the deltaic cycles of Ferm (1970), and Walker
and Harms (1971); and the submarine se-
quences of Ricci-Lucchi (1975). The problem
is how one interprets these cycles. Some, like
Horne and Ferm (1976) have argued that the
cyclicity is largely a response to the lateral
migration of depositional settings; others like
Goodwin and Anderson (1985) favor eustasy,
and still others like Fischer (1964) favor a
tectonic cause.

The problem of resolving these different
controls on sedimentary geology can best be
demonstrated by trying to establish how a
basin margin developed. For example, in Fig.
1 we have taken a slightly modified cross-sec-
tional diagram by King (1948) in an attempt
to see how the sediment geometries evolved in
the carbonate and clastic sediments of the
margin of the Upper Guadalupian Permian
Delaware Basin in west Texas. At Stage 1, the
margin began as a gentle ramp on which a
massive fine-grained carbonate bank edge
progressively built up and moved seaward
over itself, while simultaneously interfin-
gering seaward with basin clastics, and shelf-
ward with shoaling-upward cycles of carbon-
ates and clastics that are dominantly carbon-



ate close to the margin but become more
clastic landward. At Stage 2. the margin sud-
denly stepped basinward with backreef car-
bonates lying abruptly over what was once
the basin edge. The width of the belt where
the massive basin margin sediments were de-
posited narrowed and the margin prograded
gently seaward. The backreef maintained its
general position while the margin prograded
over a wedge of basin clastics. The same
step-like jump seaward can be seen in Stages
3,4 andS.

The problem facing the stratigrapher is to
explain the geometries and facies seen in this
geological cartoon. Consider three different
hypotheses that account for the observations.

Hypothesis 1. If we subscribe to the belief
that depositional environments migrated
along depositional strike, the cause of both
the shoaling-upward cycles and the step-like
progradation could be a response to lateral
shifts in the site of active carbonate sedimen-
tation on the shelf. At locations away from
localized sites of active carbonate sedimenta-
tion, clastic bypass into the basin was achieved
through dense lagoonal brines (Harms, 1974;
Williamson, 1977). Subsequently, the return
of the carbonate “factory” produced the
shoaling upward cycles and local prograda-
tion.

Hypothesis 2. The tectonic subsidence which
created the “accommodation” (space between
a base level related to sea level and the sedi-
ment-water interface) for the sediment of the
shelf margin did not change at a constant rate
but instead accelerated and decelerated peri-
odically. Slow acceleration of tectonic subsi-
dence would initially have caused the shelf
carbonates of Stage 1 to maintain their gen-
eral slow progradation. A rapid deceleration
in subsidence would have resulted in Stage 2
in a reduction of accommodation for the sedi-
ment. Rapid progradation would have oc-
curred until another abrupt acceleration phase
in subsidence.

Hypothesis 3. This hypothesis involves eu-
static control. At Stage 1 the observed pro-
gradation took place during a moderate eu-
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static rise. The adjacent basinal clastics were
then deposited during a rapid eustatic fall
which also provided the conditions for aeolian
transport of the sands over the shelf into the
basin. The following rapid seaward stepping
of the shelf carbonates of Stage 2 could have
been the result of a rapid eustatic rise during
which the coast retreated, while carbonate
sediments onlapped the shelf and a con-
densed sequence formed offshore. This rapid
event was followed by a very slow eustatic
rise which produced little accommodation, so
that seaward stepping of the shelf resulted;
and so on with the other stages.

Supporting evidence can be found for each
of the hypotheses we have used to explain the
geometries observed in the Delaware Basin
margin (Table I), but, as will be seen as the
paper progresses, no conclusive proof seems
to be available for any one of them.

Similar confusion results if one tries to
explain clastic cycles from an epeiric sea set-
ting. These cycles, too, have been interpreted
as being produced by (1) switching of point
sources or sediment (Horne and Ferm, 1976),
(2) spasmodic subsidence, (3) alternate subsi-
dence and uplift, (4) eustasy (Wanless and
Shepard, 1936). Wells (1960) was even more
imaginative and listed more interpretations
but favors eustasy while admitting a lack of
proof. Unfortunately, as with the carbonate
cycles, none of the hypotheses can be sup-
ported.

Taking it further, based on the literature
referenced in this paper and the mathematical
formulation for the forward model of sedi-
ment basin fill presented later, in most cases
the cause of the cycles we see in sedimentary
sections remains unresolved and interpreta-
tion is very much a response to geologic fash-
ion rather than to definitive data. An objec-
tive of our original study was to resolve the
size of (1) eustatic excursions, (2) tectonic
movement and (3) rates of sedimentary accu-
mulation. Our contention is that if the size of
two of these variables could be determined
then there is a chance of establishing the size
of the third. Only then could one determine



TABLE I

Evidence for and against the three hypotheses presented to explain the sedimentary geometries seen in cross-sections
of the Delaware Basin margin, West Texas

Hypothesis

Evidence

Explanation

(1) Switching of loca-
tion

(2) Tectonic dictator

(3) Eustatic sea level

For:
Shoaling up cycles

Clastics on shelf and in basin

Shales in basin

Against:
Apparent continuity of car-
bonate cycles down dip. Basin
wide shelf sand with no con-
temporaneous carbonate pro-
duction

For:
Shoaling up cycles

Clastics on shelf and in basin

Shales in basin

Clastic and marine fill of fis-
sures

Evidence of subaerial exposure
20 m below crest of bank
margin in Yates shelf crest in
Walnut Canyon (R. Sarg, pers.
commun., 1986)

Against:
No downslope shallow carbon-
ates

Cycles can be traced outside
basin

For:
Shoaling up cycles

Clastics on shelf and in basin

Shales in basin

High carbonate production active at site of cycle.

Carbonate production turned off, clastics transported
by wind and dense brines.

Both carbonates and clastics turned off, so shale no
longer overwhelmed by other sediment, and its accumu-
lation is more obvious.

Accommodation for carbonate and sand bodies pro-
duced by eustasy or tectonic movement; however,
widespread cycles may be exception, so source switch-
ing may be dominant mode of sediment origin.

Relative sea-level rise caused by spasmodic tectonic
subsidence creates accommodation for cycle.

Relative sea-level still stand or drop caused by tectonic
still stand or uplift exposes shelf above sea level and
wind transports sand onto shelf and across it into the
basin.

Rapid relative sea-level rise caused by rapid tectonic
subsidence creates too much accommodation on shelf
and basin starvation results.

During exposure explained above, basin margin is not
supported by buoyant water and so fractures. These
cracks are filled by aeolian clastics and marine
carbonates.

If tectonic uplift exposes margin of bank then subaerial
weathering should be seen.

If tectonic uplift exposes bank margin, shallow water
setting should be shifted downslope.

Either tectonic events extend beyond basin or eustasy is
responsible.

Eustatic sea-level rise creates accommodation for cycle.

Eustatic still stand, or relative still stand in response to
eustatic fall exceeding tectonic subsidence exposes shelf
and wind transports sand on shelf and into the basin

Rapid relative rise caused by eustatic rise, coupled to
tectonic subsidence, creates too much accommodation
on shelf and basin starvation results with shale deposi-
tion only.




TABLE I (continued)

Hypothesis Evidence

Explanation

Clastics and marine sediments
fill fissures

Evidence of subaerial exposure
30 m below crest of bank
margin of Yates shelf (R. Sarg,
pers. commun., 1986)

Cycles traced outside basin

Against:
No evidence that these are the
2 same cycles.

No downslope shallow
carbonates

During exposure (explained above) basin margin is
unsupported by buoyant water and so fractures. These
fractures are filled by aeolian clastics and marine
carbonates.

Subaerial exposure should be seen with relative sea-level
fall.

Eustatic sea-level rise effects would be seen beyond one
basin.

Suggests tectonism or spasmodic switching is responsi-
ble.

If shallow shelf exposed then shallow setting shifted
downslope.

Note. Though current geologic thought trends towards a eustatic sea-level control, no unequivocal case has yet been
presented. Probably all three mechanisms worked at one time or another through the Upper Guadalupian but no

proof of this has been identified in the field by the authors or has been recorded in the literature they have read.

how a basin filled and what caused sedimen-
tary cyclicity.

As a result of these objectives we decided
to investigate the different methods of de-
termining the magnitude of eustatic excur-
sions in the hope we could use one, or all of
them, to provide the data we needed for a
graphical simulation. The next sections show
the results of this study.

SOME METHODS WHICH PURPORT TO MEA-
SURE THE MAGNITUDE OF EUSTATIC EXCUR-
SIONS

Though several indirect methods for de-
termining the size of eustatic events exist, no
direct method of measuring eustatic changes
has ever been derived because of the lack of a
stationary datum from which these changes
can be measured. This datum cannot be
established because the earth’s surface has a
history of constantly moving in response to
(1) sediment compaction, (2) the isostatic re-
sponse of the crust to varying load of the
sedimentary and water columns that rest upon
it, and (3) thermo-tectonic movement. Vella

(1961) points out that apparent changes in
the height of sea level can only be expressed
as the height between pairs of four kinds of
vertical reference points, none of which are
fixed, and all of them subject to vertical
movement. These are (1) any point at mean
sea level, (2) any point fixed relative to the
lithosphere, (3) any point on the changing
surface of the lithosphere, and (4) any point
on the near compaction surface slightly below
any depositional surface. It is because no
direct measurement can be made that geolo-
gists are forced to construct models which use
measurements of the physical changes that
sea-level movements produce. It is these indi-
rect measurements, which are related to the
magnitude of eustatic change, that are the
subject of this paper.

Gutenberg (1941) faced this problem when
he tried to determine the size of changes in
sea level using tide gauge data collected over
a number of years from all over the world.
Due to variations in crustal motion he was
forced to assume an ‘“average” sea-level
change compiled from all his observations. In
areas of postglacial rebound he used this
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“average” value to separate out the uplift of
the land. However, his results were only rela-
tive since there was no fixed datum from
which to measure his sea-level variations.

Suess (1906) was one of the first geologists
to recognize the importance of movements of
eustasy and their effect on the deposition of
marine sediments. He described eustatic
movements as being changes in the level of
the strand, which were of equal height and
which occurred on a worldwide basis. He
recognized the difficulty of separating “rela-
tive” sea level (Chambers, 1848) from eustatic
changes, and wrote a review on the subject
which begins by citing Dante speaking in
1320 on the problems of sea level with respect
to the curvature of the earth and the elevation
of the land.

Suess (1906) described three means of re-
cognizing changes in sea level which include
(1) the different positions of the old strand-
line sediments deposited by ancient seas on
the continent, (2) the paleo-bathymetry of
sedimentary formations, and (3) the elevation
of old strand lines with respect to the present
coast. His review focused on explanations of
changes in eustasy and the problems of mea-
suring them. He described the repeated syn-
chronous transgressions and regressions found
in the sedimentary record from all over the
world and expressed the opinion that these
were independent of secular oscillations in
the continental crust. Significantly, he pos-
tulated that the unconformities used by Wil-
liam Smith to demark formations were re-

lated to eustatic sea-level falls.

By 1916 Schuchert had used synchronous
marine sediment packages that onlapped the
continent to produce one of the first relative
sea-level charts, which showed the percentage
of the North American continent covered by
the sea through the Phanerozic (Fig. 2). He
ascribed these sea-level changes to continen-
tal diastrophism. Stille (1924) also felt that
these synchronous changes in sea level could
only be understood in terms of synchronous
movements of the continent, and in conjunc-
tion with Lotze from Berlin also constructed
sea-level charts. However, the size of the sea-
level excursions identified by Stille (1924) and
later by Umbgrove (1939) remained a prob-
lem. Their relatively size could be recognized
by determining how much of the continent
was onlapped by the sea but the height of the
sea-level movement was still unknown.
Kuenen (1939) alludes to a system of estimat-
ing the size of these sea-level excursions in
terms of a hypsometric curve (in other words
the percentage of continent that would be
above sea level for each unit rise in sea level).
The system requires tracing the edge of a
dated onlapping marine sedimentary wedge
and then presupposing a relationship between
the relief of the continent and its area, and
using this to determine how high sea level
stood at this time. Since these early works,
probably the most commonly used means for
estimating sea-level variations has been based
on this hypsometric system.

Recently Vail et al. (1977) using seismic
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stratigraphy have developed a method for
estimating heights of sea-level variation, which
appears to have replaced the hypsometric
curve in popularity. Another system, similar
to Vail et al.’s, is related to the measurement
of the thickness of depositional cycles and
their geometry across the continent. A further
method relates the crustal response to the
weight of sea water (Van Hinte, 1978; Watts
and Steckler, 1979; Guidish et al., 1984).

The final system for estimating heights of
sea-level variation is related to attempts to
measure changes in the volume of sea water.
These measurements are largely related to
glacio-eustatic changes in sea level produced
by fresh water being frozen and forming ice
floes over the higher-latitude oceans and large
continental ice caps covering the higher-lati-
tude continental areas. The freezing of large
volumes of fresh water lowers sea level and
produces changes in the chemistry of sea water
that may be reflected in the trace element and
isotopic composition of the minerals associ-
ated with the marine sedimentary record.
Oxygen isotopes in benthic foraminifera are
the major indicator used in this system. The
isotopic ratio (80'®) increases in a predict-
able manner in the ocean when an ice cap
forms (Shackleton and Opdyke, 1973; Mat-
thews, 1984b). This is because the ocean be-
comes a sink for the heavier oxygen isotopes
while the light ones are preferentially trans-
ported by evaporation and precipitation to
the ice cap. As a result oxygen isotopic ratios
(80"®) are used to try to determine the mag-
nitude of the sea-level change.

The volume of the ocean may also be de-
termined from its relationship to the decreas-
ing speed of the rotation of the earth which
can be estimated beginning from the time the
Babylonians began keeping records around
500 B.C. (Morrison, 1985). The day is now 50
ms longer. The torque caused by tides has not
changed appreciably since then, so some other
mechanism is responsible. “For example a
change in sea level of 1 m would alter the
length of the day by 15 ms” (Morrison, 1985).
So possibly the sea level has risen by 3 metres
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since 500 B.C. This change in sea level is
supported by archeological and geological
evidence from the coast of Georgia (De Pratter
and Howard, 1981). However, other mecha-
nisms ranging from tectonics to deep crustal
changes may be responsible too.

Our paper considers five methods which
are used to describe the earth’s physical re-
sponse to eustasy: (1) the changing area of
the continents onlapped by the sea; (2) the
marine sediment depositional record; (3) the
crustal response to the weight of the onlap-
ping sea water; (4) the changing volume of
ocean water; and (5) a forward modelling
approach which considers tectonic movement,
rate of sediment accumulation and eustasy.
We now review these five methods.

Use of the changing area of continents covered
by marine sediments to determine the amplitude
of eustatic excursion

(A) Hypsometric curves. Kossinna (1921,
1933) compiled hypsometric curves for the
present-day topography of the continents. His
curves, and others based on his modified con-
cepts, have been the basis for many estimates
of the magnitude of excursions in eustasy.
The present-day hypsometric curve is one
means by which one can estimate how much
the sea level rose in proportion to the area of
the continent covered by the sea. Using a
planimeter and an equal area projection the
amount the sea advanced across the continent
during any particular time interval can be
derived from paleogeographic maps of the
marine sedimentary sequences for that time
period. A number of recent papers by Eyged
(1956), Hallam (1963, 1984), Forney (19795),
Bond (1976, 1978a, b), Cogley (1981, 1984),
Harrison et al. (1981) and Wyatt (1984) all
describe the use of the hypsometric curve (or
the hypsographic curve) in the determination
of the size of sea-level excursions.

The hypsometric curve expresses the area
of land between pairs of contour lines as a
percentage of the total land area. For in-
stance, Harrison et al. (1981) made their plots
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using the fractional area versus fractional
height and included the continental shelf area.
They normalized the curves by dividing the
observed height by the observed average
height which is expressed as an ordinate on
their plot so that the average height is there-
fore unity and the area is a percentage of the
total area of the continent (Fig. 3).

The problem with this method of determin-
ing the magnitude of sea-level rise or fall is
that it presupposes that the hypsometric curve
that describes a continent today is the same
as that which existed in the past. However,
the way this simple concept is applied varies
from scientist to scientist. Present-day curves
(e.g., Kossinna, 1921, 1933) may be oversteep
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due to epeirogenic uplift in the Tertiary (Bond,
1976). According to Harrison et al. (1981) the
hypsometry of a continent is unlikely to be
constant through time because of (1) changes
related to the sediment fill of the continent
margins, (2) the effects of fold mountain gen-
eration, and (3) problems in constructing hy-
psometric curves such as not including the
continental shelves in the continental area
covered by the hypsometric curve.

Cogley (1981) considered that the paleo-
geographic maps used in conjunction with the
hypsometric curve are often in error, particu-
larly when an older geologic system is mapped.
He felt there is a bias towards drawing shorter
simpler shorelines with the consequent under-
estimation of the areas of continent flooded
back in time. He also pointed out that if the
time interval used for making the paleogeo-
graphic maps varies then the paleogeographic
maps for longer time intervals can show a
greater onlap than those for shorter time in-
tervals. As with Harrison et al. (1981), Cogley
(1981) also recognized that orogenic thicken-
ing will change the relief expressed by the
continent. He suggested parts of continental
shelf areas may have been exposed in the
past, but due to lack of stratigraphic informa-
tion a wider transgression is assumed when in
fact, it may have been more limited. He
pointed out that the models of the continental
reassemblage used by different scientists vary
and produce different continental areas and
different hypsometric curves. In much the
same vein Wyatt (1984) noted that continents
with larger areas will stand higher above sea
level than those with smaller areas because
they have larger volumes. Thus Pangea with
its greater area, and so volume, stood higher
than would be predicted from the present-day
hypsometric curve.

To conclude, “modern area—altitude distri-
bution provides important clues to that of
ancient continent” (Cogley, 1984) and can be
used as a system of modelling to determine
the magnitude of sea-level excursions. How-
ever, there is no unequivocal way of deriving
the “correct” hypsometric curve. One can use



those of Kossinna (1921, 1933), Bond (1976),
Southham and Whitman (1981), Harrison et
al. (1981), or Cogley (1984), or one’s own
system. Thus it is clear that the inaccuracies
of paleogeographic mapping alone will result
in inexact sea-level relationships, though some
useful relative curves may result. Thus, like
Hallam (1981), one could use the hypsometric
curve to derive a sense of the gross relation-
ship of sea level to continental area. Alterna-
tively one can map areal curves, as Hallam
(1963, 1969 and 1977) did for the Jurassic,
which like those of Schuchert (1916), at least
show relative sea-level positions. Bond (1976,
1978a,b) has used “average” curves effec-
tively to track continental subsidence in North
America in the Late Cretaceous and to show
that Africa was probably uplifted through the
Tertiary. Similarly Pitman (1978) and Kominz
(1984) referred in part to hypsometric curves
as well as onlap curves compiled by Rona
(1973) when predicting the magnitude of eu-
static changes and modelling the size of oce-
anic ridges during sea-floor spreading. As it
is, then, the hypsometric curve can be con-
sidered for use as a general baseline from
which to measure an overall sea-level rise
through the Phanerozoic, and a means for
looking at relative magnitudes of sea level.

(B) Sediment aggradation and onlapping
geometries from seismic stratigraphy. Vail et
al. (1977, 1984) and Hardenbol et al. (1981)
have developed two of the best known sys-
tems for attempting to determine the size of
sea-level changes. These are (a) the de-
termination of the position of onlapping sedi-
mentary wedges of marine, coastal and al-
luvial sediments on the continental margin
through geologic time from seismic cross-sec-
tions, and (b) the measurement of the size of
perturba. ~as on crustal subsidence curves
when compared to thermo-tectonic models.
We consider the first system in this section
and the second system in a later section.

Vail et al’s (1977) technique is an exten-
sion of the work of Wheeler (1958), Sloss
(1963, 1972) and Sloss and Speed (1974) and
is used to identify seismic sequences on
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seismic cross-sections assuming that continu-
ous seismic reflectors on acoustic geophysical
cross-sections are close matches to. chro-
nostratigraphic surfaces, or time boundaries
such as bedding planes and unconformities.
The unconformities that bound the sequences
are demarked by seismic reflectors onlapping
and terminating either against the lower un-
conformity surface or against each other (Fig.
4). The argument here is that the position of
the onlapping seismic reflectors is controlled
by the base level of the mean high water
mark. Thus a sediment (or seismic) encroach-
ment chart can be drawn that shows how far
the sediment wedge of submarine, coastal and
alluvial sediment has onlapped the basin
margin (Vail et al., 1977). A sediment (or
seismic) aggradation chart can also be con-
structed that shows the vertical component by
which onlapped seismic reflectors have
climbed or fallen (Fig. 4c) (Vail et al., 1977).
Vail et al. pointed out that in using this
method “the measurements of coastal aggra-
dation are made as closely as possible to the
underlying unconformity to minimize the ef-
fect of differential basinal subsidence”. They
then correlate the cycles of relative changes of
sea level at multiple locations and construct
charts that incorporate the occurrence of
global sediment (or seismic) onlap cycles.
Using the aggradational measurements from
the seismic, Vail et al. estimated the magni-
tude of relative sea-level excursions. However,
as Hardenbol et al. (1981) pointed out,
“quantifying eustatic sea-level changes from
measured changes in coastal onlap does not
provide an accurate measure, because of vari-
ations in subsidence in different basins”.
However, they presumably assume that once
subsidence is factored out through geohistory
analysis, in theory only eustasy remains. It
should be remembered, though, that this is a
hope rather than fact. As we show later in the
paper, when we discuss the simulation, not
only do crustal subsidence and compaction
vary from basin to basin but their effects can
cause as much as five times exaggeration to
the sediment onlap curves.
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A further problem with the sediment (or
seismic) onlap curves of Vail et al. (1977) is
that while they could be a product of eustasy
they may alternatively be a product of re-
gional tectonic movement or both (Bally,

1981; Watts, 1982; Thorne and Watts, 1984;
Parkinson and Summerhayes, 1985; Miall,
1986). While we believe that Vail et al. (1977)
have convincingly demonstrated the existence
of their eustatic events, we think that the



position an eustatic event had on the conti-
nent is complicated by the local effects of
tectonic subsidence (Bally, 1981; Watts, 1982;
Thorne and Watts, 1984). This may explain
why sea-level curves for the Jurassic compiled
by Hallam (1981) and Vail and Todd (1981)
from different data sources record different
positions for the same sea-level stands. Simi-
larly sea-level curves for the Cretaceous com-
piled by Vail et al. (1977), Kauffman (1977),
Hancock and Kauffman (1979), Harris et al.
(1984), and Seiglie and Baker (1984) from
different data sources, (e.g., seismic, lithostra-
tigraphic and biostratigraphic data) are also
different. Also sea-level curves for the Late
Tertiary compiled by Vail et al. (1977) differ
from those of Seiglie and Moussa (1984).
Thus these methods (which are used differ-
ently by the separate authors) recognize the
occurrence of the same eustatic events but
cannot be used to determine their magnitude,
or their position with respect to other sea-level
events. One could argue that the Vail et al.
(1977) curves are global while those of the
other cited authors are regional, so of course
they differ. The problem is that Vail et al.
(1977) have had to assume an ‘““average”
crustal subsidence to remove the “local”
tectonic noise.

Matthews (1984b) has come up with an
elegant possible solution in which he suggests
using the oxygen isotope record from the last
100 Ma to dimension the relative size of the
events identified by Vail et al. (1977), Vail
and Hardenbol (1979) and Vail et al. (1984).
This presupposes (1) that there have been
glacial events as far back as 100 Ma, and (2)
that the oxygen isotopes of skeletal remains
of benthic fauna solely represent these events.

Some geologists question whether seismic
reflectors are close approximations to bed-
ding plane surfaces and so to chronostrati-
graphic surfaces or isochrons. Like Hallam
(1984), we believe that bedding planes and so
seismic reflectors must transgress time but, in
contrast like Vail et al. (1977), we believe both
parameters can also be used to subdivide
strata into relative time packages, with the
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sediment lying beneath a bedding plane or
seismic reflector being generally older than
the sediment above. This concept has been
tested and is used by hundreds of oil com-
pany geologists and geophysicists every day
tying synthetic seismic traces constructed from
sonic logs (Sengbush et al., 1961; Gardner et
al., 1974) to seismic cross-sections. They iden-
tify chronostratigraphic horizons on the sonic
logs and tie these to reflectors on the seismic
cross-sections, tracing the stratigraphy from
well to well (Vail et al., 1977). Gairud et al.
(1978) used this system to determine the Ter-
tiary stratigraphy across the Jan Mayen Ridge
in the Norwegian—Greenland sea using multi-
channel seismic and DSDP wells. In the same
way Schlee and Fritsch (1983) and Poag and
Schlee (1984) were able to use seismic lines
and COST wells to begin unravelling the
seismic stratigraphy of the Georges Bank
Basin and the Atlantic margin. Though they
were unable to recognize all the unconformi-
ties and hiatus on the seismic lines that they
identified in the wells, they were able to trace
some. Von Rad and Exon (1983), using seismic
and well data, dated seismic sequences and
were able to work out the paleoenvironmental
and geodynamic evolution of offshore north-
west Australia. Similarly Willumsen and Cote
(1983), using many wells tied to regional
seismic lines, were able to work out the Ter-
tiary sedimentary history of the southern
Beaufort Sea. Other papers by Harding and
Lowell (1983), Hamberg (1983), Cook et al.
(1983), Curnelle and Marco (1983), Phelps
and Roripaugh (1983), Kirschner et al. (1983),
Suzuki (1983), Dimian et al. (1983), Erxleben
and Carnahan (1983), Thomson (1983), Stone
(1983a,b), Pieri (1983), Bachmann and Koch
(1983), Norton (1983), Fox (1983), Harding et
al. (1983), Rafavich et al. (1984), Gamboa et
al. (1985), Harding (1985), and Crain et al.
(1985), have also recorded the method and
report how wells are tied to seismic reflectors
to interpret the seismic stratigraphy and
structure of the subsurface. Van Hinte (1983)
not only accepted in general that seismic re-
flectors can be equated to isochrons, but went



250

even further and used well data to produce
“synthetic” seismic sections by projecting
biostratigraphically controlled markers or iso-
chrons from well to well, as if they were
seismic reflectors. Other workers, like Middle-
ton (1984), use seismic reflectors as “iso-
chrons” to model “pseudo” wells at common
depth point, wiggle trace locations (CDP’s).
The “dated” reflectors provide the pseudo-
well stratigraphy so that “seismic” geohistory
analyses of basins can be carried out by back-
stripping the sedimentary fill through time.

Contrary to the conclusions of others, Hal-
lam (1984) for example, we believe that the
data are available in the public domain to test
Vail et al.’s (1977) concepts. This belief is
substantiated by the record, since seismic and
well data sets are available from the Norwe-
gian Oil Directorate for Norwegian waters,
from the Bureau of Mineral Resources in
Canberra for Australian waters, from the U.S.
Government for the National Petroleum Re-
serve of Alaska, from the AAPG for the East
Coast of USA (Buffler et al. 1978), and the
Gulf Coast (Watkins et al., 1976), and are
routinely handed out at AAPG seismic
stratigraphy schools. Using these sets most of
the ideas suggested by Vail et al. (1977) can
be examined. In fact, Thorne and Watts (1984)
use just such data to challenge Vail et al.
(1977) and show that some of their concepts
are not always valid.

The sedimentary record as a means of de-
termining the magnitude of variations in eus-
tasy.

Paleobathymetric markers tied to old
strand-line positions are used in attempts to
estimate the magnitude of excursions in eu-
stasy. These markers include sedimentary
structures that indicate the position of the
high water mark in shoaling cycles (old beach
lines, notches in old cliffs, etc.), and fossil
indicators of paleobathymetry like benthic
organisms, algal stromatolites, burrows, coral
reef terraces, peats etc.

The relationship of eustasy to sedimentary

cycles has been recognized in reviews by Bar-
rell (1917), Wanless and Shepard (1936) and
Wells (1960), and stratigraphers often esti-
mate the size of relative sea-level excursions
by measuring the thickness of sedimentary
cycles in shelf sequences. For instance Busch
(1983) correlated shoaling upward cycles or
PAC’s (punctuated aggradation cycles) in the
Devonian Manlius Formation of central New
York, and related them to sea-level events.
He correlated the high stand cycles as identi-
fied by the upper limit of the vertical burrows
or the lower limit of algal laminites within the
cycles. Busch recognized three cycles which
have approximately the same thickness, 3.7
ft., 3.3 ft. and 2.5 ft., respectively, at several
localities, suggesting that the relative sea level
had changed by this amount at these loca-
tions. Busch ignored the effect of compaction
so these values may in fact record less than
the actual magnitude of relative sea-level
change. Busch noted that the transgressive
surface, unlike the maximum high sea-level
surface, climbs stratigraphically in a seaward
direction. This system of estimating magni-
tude of sea-level excursions is obviously de-
pendent on three assumptions: (1) that these
cycles are a result of an eustatic dictator; (2)
that each of these localities have the same
tectonic history; and (3) that this tectonic
effect can be accurately modelled.

In another paper, Beukes (1977) measured
sea level in a study of a mix of siliciclastic
and carbonate sediments from the Transvaal
Super Group, a Precambrian succession from
the northern Cape Province of South Africa.
He estimated paleofluctuations in sea level by
first assuming that the thickness of the inter-
tidal units corresponded to the average
paleotidal range. As he pointed out, the tidal
flats cannot prograde without the subtidal
platform surface being infilled up to the aver-
age low water mark. He felt that the thickness
of the subtidal units is a measure of the water
depth, but that the transgressions that he
recognized in the stratigraphic column are the
result of relative sea-level changes responding
to tectonism. In other words, in contrast to



Busch (1983), he used the sediment thickness
within his cycles to model the size of local
sea-level events by assuming eustasy is not
important but tectonism is.

McKerrow (1979), studying Ordovician and
Silurian changes in sea level, used brachio-
pods and other benthic organisms and
mapped the distribution of cycles and their
paleo-water depths. He recognized that he
must be seeing some of the effects of eustatic
sea-level changes, but made no claim that the
relative changes in sea level that he had
mapped were a true measure of the size of
these excursions. Presumably this is because
he recognized that local changes in depth are
also the product of local tectonism. Other
papers by Weimer (1984), Kauffman (1977),
Seiglie and Baker (1984), Seiglie and Moussa
(1984), and Harris et al. (1984) take similar
approaches and, while recognizing a eustatic
signal, do not neglect the importance of local
tectonism in producing the accommodation
for the sedimentary section.

The general philosophy of the use of reef
terraces, peats, cliff notches and paleo-bathy-
metric markers is the same as in the papers
just cited. They all require assumptions either
about the tectonic behavior of the deposi-
tional setting, and/or eustasy and/or sedi-
mentation, so the magnitude of the sea-level
excursion is dependent on an assumed model,
which cannot be proven independently.

The use of backstripped subsidence to de-
termine the magnitude of excursions of eustasy

(A) Differences between crustal subsidence
and thermo-tectonic curves. Hardenbol et al.
(1981) note that (1) the eustatic curves of Vail
and Hardenbol (1979) and Vail and Todd
(1981) are based on estimates of “changes in
coastal onlap and from paleontologic studies”,
and that (2) the magnitude of the low
frequency eustatic events can be assessed by
measuring the difference between crustal sub-
sidence curves calculated from wells and the
theoretical thermo-tectonic subsidence curves
postulated for that location using the ap-
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proach outlined in Royden et al. (1980). Simi-
larly Hallam (1963) proposed the possibility
of measuring sea-level excursions on the basis
of assumed rates of subsidence of Pacific
guyots.

Essentially these crustal subsidence curves
are obtained for a well by (1) determining its
burial path from the datum of present-day
sea-level (Fig. 5) (the geohistory plot of Van
Hinte, 1978 and then (2) using paleobathyme-
try as a datum, removing the effects of com-
paction and the isostatic effect of sediment
and water weight on the crust after the manner
of Watts and Steckler (1979) using Airy’s
(1885) concept of isostacy as modified by
Bomford (1971). Thus basement subsidence is
estimated by compensating for the influence
of sedimentation but ignoring the effect of

sea-level fluctuations on this subsidence (Fig.
6).
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Fig. 5. Geohistory diagram for hypothetical well (after
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uncorrected burial path of TD through time, measured
cumulatively from the water/sediment interface; the
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of TD which incorporates the progressive compaction
of the overlying sediment as TD is buried.
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In the calculations which are made, the
total thickness of the sedimentary column
above the basement at a given geologic time
is commonly not available, and reconstruc-
tions are forced to use data from that part of
the column penetrated by the bore hole. A
consistent prediction of depth to basement
may be achieved by extrapolating the poros-
ity function ¢ below the total depth of the
well to that depth at which the rocks are
believed to be fully compacted. For instance
Guidish et al. (1984) used a model in which
porosity decreases exponentially with depth,
and defined “effective basement” to be at the
depth at which the sediment has a calculated
porosity of 1%, when all sediments down to
the total depth of the well have been back-
stripped. Thus in this case, “effective base-
ment” always has a porosity less than or
equal to 1%.

Lack of information about sedimentary
formations below this total depth results in
an uncertainty in the decompaction of the
sedimentary column during the backstripping
calculation. This in turn yields an uncertainty
in the estimate of basement subsidence, com-
pensated for sedimentation. However, model

calculations show (Guidish et al., 1984) that
this effect typically changes basement subsi-
dence integrated over the total depositional
time, by less than about 70 m (230 ft.), which
1s significantly less than typical basement
subsidence after compensation for sedimenta-
tion.

Results obtained from the burial history
calculation are illustrated in Fig. 7, which
shows the reconstructed depositional history
and basement subsidence curve of a sample
North Sea well. These basement subsidence
curves are then compared to thermo-tectonic
curves and the difference between them is
used to determine the size of the sea-level
excursion.

However, hypothetical thermo-tectonic
curves differ from author to author. For in-
stance, McKenzie (1978) models subsidence
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curves assuming that when rifting occurs the
continental lithosphere stretches rapidly
horizontally and thins the lithosphere in a
predictable way. In response, the hot astheno-
sphere comes closer to the earth’s surface but
then cools conductively and predictably, caus-
ing subsidence until thermal equilibrium is
reached.

In McKenzie’s model the lithosphere is as-
sumed to be a single slab in isostatic equi-
librium at all times, with a constant tempera-
ture at its base. The surface of the continent
is taken to be at, or below, sea-level so that
water hypothetically occupies the entire
volume created by subsidence because the
contribution of sediment loading to overall
subsidence is removed. Contributions from
radioactivity of crustal rocks are ignored and
two-dimensional effects are neglected en-
tirely. The equations for this model and the
physical parameters used are given in Mc-
Kenzie (1978).

Hellinger and Sclater (1983) have a more
complex model which uses many of the as-
sumptions of McKenzie (1978) but involves
modelling the stretching and thinning of two
layers instead of one. As before isostatic com-
pensation is maintained by the upwelling of
the hot asthenosphere, which then cools and
subsides until thermal equilibrium is reached.
The thermo-tectonic subsidence curve pro-
duced differs from that of McKenzie’s (1978)
model, and by significant amounts as the
parameters are varied.

In contrast the large-scale dike intrusion
model of Royden et al. (1980) is constructed
by assuming hot material from the astheno-
sphere intrudes into the continental litho-
sphere through a series of vertical dikes with
a frequency of intrusions ranging from 5 to
50 + per kilometer. Whatever the spacing of
the dikes, the thermal effect of intrusions is
assumed to have equilibrated horizontally
within a million years, allowing Royden et al.
to neglect the horizontal component of heat
conduction and consider this effect as only a
simple one-dimensional problem. They as-
sume the intruding dikes have specific ther-
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mal properties and can be modelled such that
the crust subsides predictably in proportion
to the fraction of the lithosphere composed of
intruded dike material and its rate of cooling.

Models have also been developed by Falvey
(1974), Nunn et al. (1984) and Beaumont
(1981). Each model is different and was de-
veloped to find ways around weaknesses in
other models. If we are to measure the dif-
ference between crustal subsidence derived
from a well and thermo-tectonic subsidence,
then, because the subsidence curves predicted
by McKenzie (1978), Royden et al. (1980),
Hellinger and Sclater (1983), and Falvey
(1974) are so different, we are forced to choose
one. Once we do, the difference between the
crustal subsidence curve derived from a well
and the arbitrarily chosen thermo-tectonic
subsidence curve is given by a least-square
difference system. This in turn leads to an
estimate of the size of the sea-level excursion.

The results of such a calculation are given
in Hardenbol et al. (1981), where they choose
the Royden et al. (1980) model and apply it
to an example from northwest Africa. They
go on to state ““ the stratigraphic resolution of
these changes rarely allows exact quantifica-
tion of their magnitude, but a minimum rate
of change of sea level can often be de-
termined”. Even though Hardenbol et al.
(1981) only consider low-frequency events, it
is our opinion that the assumption of a smooth
model-dependent thermo-tectonic subsidence
curve may be unwarranted. Despite obvious
basin-to-basin correlation of lithostrati-
graphic units, many of the high-frequency
perturbations seen on crustal subsidence
curves may be tectonic in origin; this has not
been established but it has been assumed.
Also the fact that the parameters chosen for
the Royden et al. (1980) subsidence curves
provide a model with a good fit to the crustal
backstripped curves does not mean that this
model is correct, for the parameters are cho-
sen to give a minimum least-squares mis-
match to the crustal curve.

The error limits to this system are not
estimated by the various authors but from
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crustal subsidence calculations of Guidish et
al. (1984) are sizeable. They are related not
only to the constants used in the different
models, but also to the compaction history
during subsidence, to the flexural behavior of
the crust, and to the model chosen to describe
the thermo-tectonic behavior.

(B) Stacked and averaged crustal subsidence
curves. Guidish et al. (1984) stacked and then
averaged crustal subsidence curves to de-
termine the occurrence and magnitude of eu-
static events. Their global average rate of
basement subsidence (Fig. 8) has little simi-
larity in detail to Vail’s eustatic curves. This
difference suggests that high-frequency
tectonic movements are reflected more dis-
tinctly in crustal subsidence curves than are
eustatic events seen on the Vail onlap charts
because the sea-level excursions with a magni-
tude of less than 90 m (300 ft.) are too small
to significantly affect the crustal subsidence.
Even if the crust did respond to the higher-
frequency sea-level events, we could at best
recognize their occurrence but not measure
their size using crustal subsidence curves. This
is because the limits to this system are related
to assuming: (1) an equilibrium isostatic burial
history; (2) a model of isostatic and flexural
response to sediment and water weight; (3) a
model of sediment compaction below the base

lTriassic l&rassichretc;%%-s lTertiqry

Vai et al's eustat.c
sea level curve

j -—uPLIET e |
O (METERS/Ma)
(FEET/Ma)

RATE OF SUBSIDENCE
j
o
o
LEVEL ABOVE

PRESENT SEA LEVEL (IN METERS)

c— 0 ————

Rate of
50 basement - i . :
subsidence S :_* 300

20—

~#ee SUBSIDENCE —e

HEIGHT OF EUSTATIC SEA

|

1004 . v

300 250 200 150 100 $0 [}
AGE {Ma)

30~

Fig. 8. Comparison of global average rate of basement
subsidence and Vail et al.’s (1977) eustatic sea level
curve (after Guidish et al., 1984).

of well information; and (4) that there is no
stacking “error” produced by the problem of
averaging. It would seem that once again we
have a system that cannot determine the ex-
act magnitude of eustatic changes.

Determinations of the magnitude of excursions
in eustasy from isotope ratios and coral reef
terraces associated with Pleistocene glacial
stages

Fillon (1984) provides a very complete re-
view of continental and marine Pleistocene
stratigraphy and of how the two can be corre-
lated and tied to eustasy. As he points out,
Agassiz (1840) probably inspired geologists to
begin looking at the Pleistocene in terms of
glaciation. Since then geologists have recog-
nized a series of different major and minor
glaciations through the Pleistocene and have
been using three principal geological sources
to unravel Pleistocene stratigraphy and, in
particular, the response to glacio-eustatic
events. These are the terrestrial tills and inter-
glacial sediments dated by *C and K/Ar;
isotopic records from marine benthic and
planktonic microfossils dated by paleomag-
netic stratigraphy; and geomorphologic evi-
dence of sea-levels based on U /Th-dated
corals and '“C-dated, in place, peats (Fillon
and Williams, 1983).

Variations in 80 /'O ratios derived from
planktonic microfossils from the deep sea can
be dated and have been related to glacial
eustatic events (Broecker and Van Donk,
1970; Shackleton and Opdyke, 1973; Fillon
and Williams, 1983, among others). Similarly
Mesolella et al. (1969), Steinen et al. (1973)
and Matthews (1984a) have shown that
changes in eustasy are recorded in coral reef
terraces around Barbados during its tectonic
uplift in the Pleistocene. These terraces were
dated using the U/Th method. Evidence for
the same eustatic events can be seen in reef
terraces dated by U/Th in New Guinea
(Bloom et al., 1974; Chappel, 1974) and In-
donesia (Chappel and Veeh, 1978).

The exact causes of the Pleistocene glacial



events are unknown but can probably be
ascribed to fluctuations in the distribution of
solar radiation received at the Northern and
the Southern Hemisphere through time, as
controlled by the periodic change in the tilt of
the earth’s axis every 41,000 years, the preces-
sion of the equinoxes every 26.000 years and
the changes in eccentricity of the earth’s orbit
every 90,000 years (Milankovitch 1941).
Broecker (1966) and Berger (1976, 1978)
modified the original relationships described
by Milankovitch (1941) to emphasize the ef-
fect of precession on solar radiation. Ruddi-
man and Mclntyre (1981) and Fillon and
Williams (1983) used the Milankovitch rela-
tionships to model ice sheet formation over
continental land masses and in the Arctic
Ocean as well as to account for the isotopic
changes in the deep sea 880 record.

Moore (1982) compiled a Late Pleistocene
eustatic sea-level curve, showing sea-level
change dimensions through time, based on
radiometric dating of coral reef terraces in
Barbados (Mesolella et al., 1969), the Far
East (Chappell, 1974; Chappell and Veeh,
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1978) and several other locations (Fig. 9). The
size of the sea-level excursions is dependent
on assuming that one of the events, that at
125,000 years B.P., was 2 to 10 m above
present sea level and that the rate of tectonic
uplift was constant for the geographic loca-
tion of this datum between 125,000 years B.P.
and today. Supporting evidence that the
125,000 BP sea level was close to that of
today can be seen in the oxygen isotopic
values from sediments of this age, which are
close to those of today (Shackleton and
Opdyke, 1973; Fairbanks and Matthews,
1978). However, as was so aptly pointed out
by Ward (in Ward and Chappell, 1975), it is
impossible to determine the size of the tectonic
movement; to do so the size of the sea-level
excursions must be known beforehand. Thus,
while the dated coral terrace positions are
signals produced by the eustatic events, this
signal cannot be used to determine more than
the relative size of the sea-level events be-
cause a model of tectonic behavior must be
assumed.

Different problems are faced if we try to
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Fig. 9. Late Pleistocene eustatic sea level curves, showing
radiometric dating of coral reef terrace in Barbados (Mesolell

sea level change dimensions through time, based on
a et al.,, 1969), the Far East (Chappell, 1974; Chappell

and Veeh, 1978) and several other locations (after Moore 1982) (solid line); and on benthic “ice volume” 820 records

for the major ocean basins (Fillon and Williams, 1983) (dashe

d line).
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determine the size of sea-level excursions from
8'®0 variations from planktonic microfossils
in deep-sea cores. Fillon and Williams (1983)
show two curves for the size of sea-level ex-
cursion (Fig. 9): one from dated coral reef
terraces and the other from §'®0. The two
curves have the same frequency of signal but
the amplitude of the events is different.
Broecker and Van Donk (1970) were among
the first to argue that sea-level position, ice
volume and 8'%0 change are related. Shackle-
ton and Opdyke (1973) assumed that a change
of 0.1%0 in 8'®0 was equivalent to a 10-m
sea-level change and produced a glacio-eu-
static sea-level curve that matched that of
Mesolella et al. (1969). Fairbanks and Mat-
thews (1978) and Aharon (1983) later con-
firmed this relationship using the 880 from
dated coral terraces. Since then Williams et
al. (1981) and Fillon and Williams (1984)
have examined this relationship more closely.
The problem is to predict the volume of sea
ice versus continental ice, and to know how
much *O is trapped in the different ice bod-
ies. Fillon and Williams (1984) produce fig-
ures that match the original generalization of
Shackleton and Opdyke (1973). They claim
this comes from three independent systems
and it is not model-dependent. But because
the results match those derived from reef
terrace dating and assumed tectonic uplift
models, does not prove they are correct. The
dimensions of the variables involved can only
be guessed at and certainly not measured
(such as the rate of tectonic uplift over the
last 125,000 yrs.). As it is, even if we knew the
ice volume involved we would not be able to
predict the isostatic response of the crust to
the changes in weight of sea water since the
crustal flexural properties change from one
setting to the next (Walcott, 1970), and also
presumably with time. ’
Chappell and Shackleton (1986) tie a de-
tailed sea-level curve (derived from the Huon
Peninsula of New Guinea using reef terraces
and an assumed rate of tectonic uplift) to the
0 record of a deep Pacific core. They are
able to make excellent correlations between

events but ascribe differences in the ampli-
tude of the oxygen signal to differences in
ocean temperature. Again nothing can be
proved though plausible models are pre-
sented.

So the bottom line is we have a number of
independent signals that sea-level excursions
took place: (1) glaciological and morphologi-
cal evidence; (2) deep-sea planktonic micro-
fossils, coral, and mollusc 8'®O records; (3)
coral terraces from a number of different
locations; and (4) meltwater effects. We can
estimate the relative size of these excursions,
which is useful stratigraphic information, but
we cannot place an exact figure on these
values.

On the basis of the hypothesis that glacio-
eustatic fluctuations are not confined to the
Late Tertiary and Pleistocene, Matthews
(1984a, b) goes further and suggests use of the
oxygen isotope record in identifying and mea-
suring the relative magnitude of excursions in
eustasy back at least 100 My. However, while
Matthews will probably identify the signals of
sea-level this way he will not be able to put
any accurate dimensions to them. Neverthe-
less this approach does offer hope in separat-
ing the relative size of sea-level events re-
cognized using the onlap technique.

Simulation of continental margin sedimentation
in response to crustal subsidence, eustatic change
and sediment accumulation rates

Our intrinsic dissatisfaction with previ-
ously discussed systems led us to develop a
forward (in time) model to handle eustasy,
tectonics and sedimentation. The ultimate
goal was to determine the sizes of the differ-
ent variables needed to produce the sedimen-
tary geometries observed within given basins
by inverting the forward model.

Here we describe a means of simulating
marine clastic deposition, independent of the
alluvial wedge. First we deal briefly with the
sequential simulation of geologic processes
such as deposition, compaction and subsi-
dence, and the required inputs. The second



part describes sources of data for input to the
simulation. The last part evaluates the signifi-
cance of the simulation with respect to our
current understanding of shelf sedimentation
and describes the simulation outputs. Ap-
pendix I describes the details of how deposi-
tion, compaction, and subsidence are han-
dled.

A simple system of modelling was devel-
oped, designed to generate a two-dimensional
representation of the sediment geometry that
can be observed on dip-trending seismic lines
that cross buried shelf margins (Fig. 10a). The
geometries seen on seismic lines are the result
of the interaction of eustasy, of sedimenta-
tion, and rates and directions of tectonic
movement. Our simulation varies sedimenta-

@g ma. SHELL,
S. P. MILLS S. P. MILLS
No.28 18 No. 1

257

tion, subsidence, and position of eustatic
change and plots the resulting geometries. If a
favorable match between the simulation plot
and the seismic cross-section could be seen,
then some specific statements could be made
concerning sediment accumulation rates, sub-
sidence rates, and sea-level changes. These
data, in turn, could then be applied to the
lithofacies geometries in basins. As with all
the other methods of determining sea-level
this one too makes assumptions as to the size
of the varniables.

The simulation is based on the concept
that important gross features of the deposi-
tional geometry are controlled by macro-
processes such as variations in eustasy, crustal
subsidence, compaction and sediment deposi-
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Fig. 10. a) Seismic cross-section through the Woodbine delta, Polk Co. Texas.
b) Electric log cross-section showing distribution and geometry of Woodbine delta, sandstone beds, Polk Co. Texas.
¢) Diagrammatic interpretation of the Figures 10a and 10b. All after Vail et al., 1977.
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tion, precisely the processes which are needed
to interpret the stratigraphy of seismic sec-
tions. No attempt is made to actually simu-
late the physical processes involved. Rather,
we attempt to reproduce the sedimentary
geometries, which are the results of such
processes, averaged over long periods of time.

We simulate the deposition over fixed time
intervals which we define as sediment trian-
gles of specified length and thickness (Fig.
11B). The distribution of these packages for
each time interval is controlled by: (1) the
configuration of the original depositional
surface (Fig. 11A); (2) the level of the sea
relative to that surface (Fig. 11D); (3) the
quantity and distribution of sediment (shale
and/or sand) deposited during that time in-
terval (Fig. 11B); (4) the subsidence behavior
of the depositional surface (including hinged
tectonic or thermal subsidence, isostatic load-
ing, and sediment compaction in response to
dewatering) (Fig. 11C).

The simulation includes functions that al-
low the sediment to build to sea level, after
which erosion and bypass take place.

The simulation inputs, such as variation in
eustasy with time, are described in the section
that follows. Each depositional surface is de-
fined, for a given time, by an array corre-
sponding to the vertical position of the surface
between evenly spaced horizontal points, giv-
ing all surfaces a staircase-like appearance
(Fig. 12). Fig. 13 schematically illustrates the
depositional geometry after five time steps.
The staircase-effect seen in the figure is not
visible in the output because of the large
number of horizontal points. The basic se-
quence of processes followed in each time
step is as follows.

(1) Locate the point of greatest onlap
(POGO), i.e. the intersection of sea-level and
the highest sediment surface (Fig. 12).

(2) Erode between the point of landward-
most previous sediment deposition, and
POGO (Fig. 12).

(3) Deposit sediments, including those
eroded in step (2), and those to be deposited
for that time step.
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Fig. 11. Definition of the size of the input parameters
used in the graphic simulation.
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Fig. 12. Depositional surface defined by an array of
evenly spaced horizontal points, giving surface a stair-
case-like appearance.
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Fig. 13. Cartoon of depositional geometry after five time steps.

(4) Compact all sediment layers according
to the weight of overlying rock.

(5) Subside all surfaces in response to a
fixed linear tectonic dependence about a hinge
point and the isostatic accommodation due to
sediment loading and change in water depth.
The isostatic accommodation is assumed to
be perfectly elastic and for the crustal param-
eters we use Bomford (1971).

This sequence of erosion, deposition, com-
paction and subsidence is carried out for each
time step. Deposition involves the creation of
new surfaces at the same height as, or above,
the highest previous surface. Both erosion and
compaction involve reduction in the thickness
of layers. Tectonic subsidence causes all
surfaces to drop vertically at the same rate at
a given horizontal position (Fig. 11C).

Detailed descriptions of erosion. deposi-
tion, compaction, and subsidence as well as
the simulation inputs and outputs can be
found in Appendix I. Fig. 14 provides a sim-
plified flow chart of the simulation.

Results of the simulation. Our purpose was
to simulate marine clastic deposition alone,

ignoring the alluvial wedge landward, and so
reproduce the gross sedimentary geometries
of the marine sediments of this setting, thus
showing the location of sand-prone and
shale-prone portions of the section (Fig. 15).
We appreciate that without the alluvial plain
our simulation is less than perfect and we are

—{SET SEA LEVEL]

| LocAaTE POGO |

Fig. 14. Simplified flow chart of simulation.
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working on this lacuna (Helland-Hansen et
al., 1986). However, we think the present
simulation results are significant and infor-
mative. The areas between dark lines repre-
sent the sediment deposited during equal time
intervals. The proportion of shale and sand
within the time step is displayed in the fol-
lowing way. The area immediately below the
dark lines represents the shale portion of the
sediment, and the area below the light lines
represents the sand portion. Individual sand
and shale bodies, such as point bars, filled
channels, or deltas, are not specifically identi-
fied, although areas where sand or shale bod-
ies are likely to occur are shown. The primary
objective of this output is to aid in the inter-
pretation of seismic data by simulating the
general, rather than specific, depositional his-
tory of the rock sequence. In particular the
simulation can be utilized to help identify
probable zones of good hydrocarbon source
rocks and hydrocarbon reservoir seals (shale-
prone areas), and the general region in which
potential stratigraphic traps for hydrocarbons
(pinch-outs of sand-prone areas within and /or
beneath shale-prone areas) may occur.

Figs. 15 and 16 show the progressive evolu-
tion of the shelf and basin margin geometry
with a small element of hinged subsidence. At
Stage 1 the progressive onlap of the shelf in
response to a relative sea-level rise is seen
which is a function of the interplay between
rate of eustatic change, rate of subsidence,
and rate of sediment accumulation; in Stages
2 and 3 we see toplapping progradation in
which sea-level fall is not rapid enough to
drop the coastal sedimentary wedge below the
shelf margin. In Stage 4 we see the effect of a
relative sea-level rise and the onlapping sedi-
mentary wedges. At each stage the graphic
output is the product of the interplay between
eustasy, subsidence, sediment supply and
compaction rather than eustasy alone. One of
the interesting responses we see in the simula-
tion is the effect of the isostatic response of
the crust to loading by sediment and water.
In the first stage the crust is bowed down,
close to the shore, while at the basin margin,
the crust develops a positive ridge through a

lesser rate of subsidence. In the third and

fourth stages, the crust is bowed down sea-
ward of this earlier positive ridge. The reason
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for this is that sediment accommodation is
reduced on the shelf and the sediment now
occupies space to seaward causing downwarp-
ing here. The resulting “basement” geometry
is a product of sediment weight alone, assum-
ing a perfect elastic Airy response of the
crust.

Fig. 17 shows two curves. The lower line
plots the changes in eustasy input to the
program, added to tectonic subsidence and
compaction per time step. This curve has a
maximum excursion of 46 m (150 ft.). Thus
the lower line is determined from the dif-
ference in height of onlapped sediment per
time step. Also plotted is a modified Vail
aggradational curve which does not include
the alluvial plain and which has a maximum
excursion of 85 m (280 ft.). This upper line is
a plot of the difference in height of onlapped
sediment per time step measured from the
final geometry of the simulation after the
deposition of the whole sedimentary package.
This latter uses the same criteria as outlined
by Vail et al. (1977). Thus, the upper aggrada-

tion line, the Vail et al. (1977) sea-level excur-
sion (or coastal onlap curve) determined by
the simulation shows a two-fold exaggeration
over the lower. In the Vail et al. aggradation
the relative rise in sea level appears much
larger than the fall. We expect this magnifica-
tion and distortion would be even larger if the
alluvial-plain sediments were added. This
magnification effect possibly explains why the
sea-level excursions of Vail et al. are so large
and yet the crustal response seen by Guidish
et al. (1984) is so small. Using the simulation
results it would appear that when small sea-
level excursions are input, not only do they
have a marked effect on the sedimentary re-
sponse, but compaction and tectonic move-
ment exaggerate the size of the excursion
when one tries to measure it either from the
final geometry of the simulation and (pre-
sumably) from seismic cross-sections by the
method of Vail et al. (1977).

Fig. 18 shows the simulated positions of
POGO (the point of maximum landward en-
croachment of coastal onlap), the shelf break
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Fig. 17. Vail aggradation curve (plot of difference in height of onlapped sediment per time step) measured after final
geometry (top line) versus variation in eustasy coupled to tectonic subsidence and compaction after each time step
(bottom line).
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Fig. 18. Position of POGO, (top line) shelf break, (middle line) and most basinward position of sediment wedge

(bottom line).

and the furthest basinward position of the
sediment wedge through time. The sinusoidal
shape of these curves and of the coastal onlap
curve owe their shape to the sea-level varia-
tion, as well as to the fact that we are not
modelling the alluvial plain sediments which,
as Hardenbol et al. (1981) point out, are
responsible for the saw-tooth appearance of
their “coastal” or sediment onlap curves. Thus
a major element yet to be added to the simu-
lation is the alluvial wedge that onlaps land-
ward of the coastline (Fig. 4) (Helland-Han-
sen et al., 1986). Nevertheless, the simulation
gives a general sense of the response to sedi-
mentation, sea-level and tectonism in the off-
shore marine and coastal sediments.

A systematic test of the simulation’s relia-
bility and its effectiveness as an aid to the
interpretation of sedimentary stratigraphy has
yet to be evaluated. Once we have added the
alluvial wedge we plan to test the simulation
in a well-studied area which provides good
geologic control and to make reasonable
estimates of the program inputs. Obviously
such an area should lack geologic phenomena

not included in the program, such as faulting,
carbonate buildups, salt movement. Until that
is done the applications in less known areas
cannot be made with confidence.

The simulation is not difficult to use, and,
if reliable data are available, sedimentary
stratigraphers can use similar graphical sys-
tems to account, for instance, for the occur-
rence of downdip sandstone bodies. Once we
add the alluvial plain sediments and test the
simulation’s reliability, we see the subsi-
dence/sea-level /sedimentation simulation as
an exciting, new, and useful tool for stratigra-
phers but not as a means of estimating the
magnitude of eustatic excursions.

Later in the paper we determine that the
simulation geometries would be similar for a
whole variety of inputs suggesting that unique
input parameters cannot be determined.

We believe the simulation can be used to
produce a series of solutions which encom-
pass the truth. It would seem to be pointless
to continue arguing about which model is
correct, since we probably can never establish
this, but we should aim at acquiring a family
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of solutions. We should look for data which
may limit the solution family to a smaller set,
such as discarding results that are physically
impossible; and for broader purposes we
should try to identify effects common to many
solutions.

General summary and discussion of methods for
measuring sea level

Because the magnitude of eustatic change
cannot be measured directly geologists are
forced to use the variety of methods listed
and described through this paper. The prob-
lem is that these schemes are dependent upon
some assumption about the size (amplitude,
frequency, etc.) of one or more of the varia-
bles in the model.

In the case of the use of hypsometric curves
and paleogeographic maps which demark the
area of marine onlap across the continent,
geologists are forced to assume either that the
configuration of the hypsometric curve is the
same in the past, or to construct an assumed
curve of their own. The result is a relative
sea-level curve which helps unravel strati-
graphic history but does not provide measure-
ments of the size of excursions.

With Hardenbol et al. (1981) we note that
the sedimentary aggradational curves are not
an accurate means of determining the size of
an eustatic event either, because the measure
of sedimentary aggradation is also influenced
by compaction, rate and magnitude of crustal
subsidence and, importantly, the extent of
alluvial plain onlap; all of these latter varia-
bles are particularly difficult to determine
accurately. For instance, the commonly used
compaction algorithms are based on the as-
sumption that fluid pressure is hydrostatic
(Guidish et al., 1984). Clearly fluid escape is
much more complex and compaction is not
handled accurately by these algorithms. In
the schemes that use thermo-tectonic models
to predict a crustal subsidence curve to de-
termine the size of the eustatic excursion, the
result is dependent on the choice of the model
used and the parameters of the model. This

choice of a particular thermo-tectonic model
is not grounded in fact, no matter how well
and cogently the model is argued and pre-
sented. In the same way a tectonic model has
to be assumed when using the height between
strand-line markers like coral reef terraces,
peats, and sedimentary structures to measure
the magnitude of eustasy. Often it is consid-
ered that a constant rate of uplift suffices.
Perhaps it does. But the point is that an
assumption is being made which must be
justified by data. Similarly, attempts at mea-
suring high-frequency sea-level changes from
stacked subsidence curves do not work since
the crust does not respond significantly to
such small sea-level events. The use of oxygen
isotopes does not give a clear-cut answer either
because the oxygen isotope ratio in the sea is
controlled only in part by the ocean volume.
Even if that portion of the isotope ratio corre-
latable to water volume could be established,
we cannot determine the size of eustatic ex-
cursions, since we cannot accurately model
the crust’s flexural response to changes in
ocean volume except in direction and very
general magnitude. Lastly our attempts at
determining the variables through numerical
and graphical simulation are equally unsatis-
factory because of the apparent lack of a
unique solution for specific input variables.

All these methods require making basic
assumptions about the size of a number of
variables that cannot be measured. Exciting
and imaginative concepts have been for-
mulated but so far without unequivocal sup-
portive evidence.

AN OUTLINE OF A SYSTEM FOR DETERMIN-
ING VARIATIONS IN EUSTASY FROM BASIN
FILL UNDER ISOSTATIC BURIAL HISTORY

Having examined the schemes for estimat-
ing the magnitude of excursions in eustasy we
were still no nearer to being sure that we
could determine the correct size for the varia-
bles involved with each scheme. As a result
we tried to see if there was a mathematically
unique answer. The results are informative



and explain why we found we could not de-
termine the size of the variables even with
forward modelling (see Appendix II).

Our conclusion from Appendix II is that
the entire process is very non-linear. To de-
termine eustatic change from present-day
measurements of sedimentary strata and their
onlap points by inverting a forward modell-
ing procedure would seem difficult if not
impossible. And, even if a forward model
could be inverted, two major problems re-
main.

(1) All we can deduce is the sum of eustasy
and basin motion.

(2) We do not know where the points of
greatest onlap are in an onlap sequence
without the complete basin history, which
requires: (a) complete knowledge of sedimen-
tary fill laterally in a basin (including erosion)
together with the basement response; and (b)
we have to know how excess fluid present
with time influences the sequence and onlap
effects—since basins are not isostatically con-
trolled for all time.

CONCLUSIONS

Geologists are haunted by Krynine’s
anguished cry “stratigraphy can be defined as
the complete triumph of terminology over
facts and common sense” (ca. 1950, John
Ferm, pers. commun. 1985). Perhaps the rea-
son some stratigraphers in their ignorance
resort to terminology is that the facts or data
often cannot be acquired.

Sedimentary geometries commonly seen on
seismic cross-sections and in outcrop are the
products of variations in rates of sediment
accumulation, eustatic sea-level movement
and tectonic movement.- To date, the use of
neither hypsometric curves, the innovative
concepts of Vail and his co-workers, the
paleomarkers of strand-line position, the ties
to stacked crustal subsidence, the systems for
measuring Pleistocene sea-level movement
using either reef-terrace positions or deeper
ocean oxygen-isotope ratios, or our own for-
ward modelling presented here, provide
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unique and unequivocal keys to determining
the size of tectonic movement, sea-level ex-
cursions or rate of sedimentation (Table II).
The major conclusion from Vail’s work, from
our crustal subsidence work, from a forward
modelling algorithm, and the formal mathe-
matical development presented here, is that
unless one variable is dependent on another
two (a relationship which we do not have), at
the very least two of the three processes (sedi-
ment accumulation, eustasy, tectonic subsi-
dence) must be specified in order to de-
termine the third. The relative sizes of these
processes can be guessed at by modelling
them from basin to basin, but absoiute values
remain elusive. Presumably this lack of
knowledge underlies the variety of the many
equally good hypotheses often invoked to
account for observed sedimentary geometries.
It is more than a matter of opinion that the
information just is not present to decide which
hypothesis represents truth.

Thus, though an accurate eustatic sea-level
variation chart would be a boon to stratigra-
phers and to geologists working in frontier
basin exploration in the oil industry, particu-
larly where seismic cross-sections and occa-
sional stratigraphic and/or wildcat well are
the only data sources, such a sea-level chart
cannot be made. However, when relative sea-
level charts (combining tectonic and eustatic
effects) are tied to wells, it is still possible to
project sedimentary sequences related to the
relative sea-level events across a basin on
seismic cross-sections after the manner of Vail
et al. (1977) and Hallam (1981). Possibly, and
arguably, the best relative (tectono-eustatic)
sea-level chart to construct would use a com-
bination of sediment onlap of the continent
margin, dimensioned against the oxygen iso-
tope signal responding to continental and
mountain glaciation events back to at least
100 M.y., though it is questionable whether
glacial events existed back that far. Using
such a chart and a simulation, a family of
solutions could be produced. Then assess-
ments can be made of the potential of find-
ing, say, sand-prone versus shale-prone versus



TABLE 11

Methods for estimating the size of eustatic sea level excursions

Method

Measured variable

Assumptions

Problems

Hypsometric

Vail sediment onlap

Paleobathymetric markers
(1) Shoaling cycles

(2) Strand-line markers
(Beaches, reefs, notches,
peats, etc.)

Crustal subsidence curves
(1) Divergence from
thermo-tectonic curves

(2) Perturbations on
stacked crustal subsi-
dence curves

Oxygen isotopes

Area of continent
covered by marine sedi-
ments for time interval
on equal area projection
measured with planime-
ter

(1) Distance of onlap of
seismic reflectors on un-
conformities, perpendi-
cular to shore

(2) Height of onlap

Thickness of cycle be-
tween high-watermark
indicators

Elevation above present
day sea level and be-
tween markers

Difference between
crustal subsidence curve
for a well and predicted
thermo-tectonic curve
for same location

Size of perturbations
from integrated stacked
subsidence curves

81230 values

The relationship be-
tween continental relief
and area of continent at
that elevation today is
the same in the past

Onlap not a product of
(1) tectonic subsidence,
(2) compaction, or (3)
isostatic response

(1) Thickness a result of
eustasy

(2) Tectonic subsidence,
compaction and isostacy
negligible

(1) Result of eustasy and
constant rate of tectonic
uplift

(1) Depth to average 1%
porosity and/or base-
ment

(2) Compaction history
(3) Isostatic response to
sediment load

(4) Thermotectonic mod-
el

(1) Depth to average 1%
porosity, and/or base-
ment

(2) Compaction history
(3) Isostatic response to
sediment and water load
on crust

(4) Lithospheric rigidity
and thermo-tectonic
model

(1) Variation in 80"
value is a result of ocean
volume

(2) Isostatic response of
crust to weight of water
the same everywhere

(3) Can estimate volume
of continental ice and
volume of ocean ice as
function of time

" (4) No diagenetic effect

(1) Time interval may be
too long.

(2) Paleogeographic
maps are inaccurate.

(3) Tectonic behavior
unknown. Thickness un-
known.

Cannot put dimensions
on tectonic subsidence,
compaction or isostatic
response.

Effects of tectonic subsi-
dence, compaction and
isostacy are unknown.

Tectonic uplift rate un-
known. Constant behav-
ior unknown.

Depth to 1% porosity
and basement may not
be known. Compaction
history unknown. Iso-
static response of crust
unknown. Thermo-tec-
tonic behavior unknown.

Cannot determine the
assumptions.

Cannot prove any of the
assumptions.




carbonate-prone sections, an objective of so
many hydrocarbon exploration companies.
Models involving “relative” (tectono-eustatic)
sea level will test novel hydrocarbon play
concepts and initiate exploration in frontier
areas.
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APPENDIX 1

Erosion

Erosion is simulated by stripping off rock to a con-
stant depth between the present POGO (Fig. 11) and
the landwardmost of previous POGOs at distance XE.
The erosion depth is determined by dividing the maxi-
mum area of sediment which can be eroded per time
step. by the distance XE.

Major constraints are placed on erosion. Only previ-
ously deposited (by the simulation) sediments above
sea-level are available for erosion, i.e., no erosion into
the initial surface can occur. This is because the simula-
tion input does not define sediments below the initial
surface.
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The layers of sediment available for erosion, both
sand (coarse) and shale (fine), are increasingly com-
pacted with depth. Following the erosion of these vari-
ously compacted rocks to a depth D, eroded sands and
shales are decompacted to their original porosity, in-
creasing the thickness of any removed sediment d, = d,
(1—¢,)/(1 - ¢,) where d, is the compacted thickness,
and ¢, and ¢, are the compacted and original porosi-
ties (the original porosities of sands and shales at de-
position are 0.4 and 0.75 in the program).

The total eroded quantities of decompacted sands
and shales are then added to the sand and shale already
available for deposition for that particular time step.

Deposition

Following erosion, coarse (sand) and fine (shale)
sediments are deposited seaward of the POGO subject
to two principal constraints: the sediment functions
specify the amount of each sediment to be added to the
top of the last surface as a function of distance from the
POGO, and the sand is deposited first, then the shale.
The resultant cross-section (Fig. 15) of the sand-shale
distribution represents the relative proportions of each,
with distance, without providing any insight into their
specific geometries, i.e., while the probability of sand
bodies or percent sand at a given location can be
inferred, the size and location of individual sand bodies
cannot.

The thickness of deposited sediments, both sand and
shale, is assumed to decrease seaward of POGO within
any time step. For simplicity, the sand-shale deposition
functions are triangles defined by height H and length
L, both parameters specified by the user (see Fig. 12).
In the figure shown, the input deposition functions do
not vary with time, and the shale triangle was assumed
longer than the sand triangle.

Prior to deposition, the quantities of decompacted
sand and shale accumulated by erosion are added to the
input deposition triangles by increasing only the height
of the respective triangles but not the length. The ra-
tionale is that the distance of sediment deposition from
POGO depends primarily on properties like particle size
and currents rather than volume of sediment.

The sediment deposition simulated by the program
consists of columns of blocks of varying thickness to
which additional sand and shale blocks may be added
at each time step. The sediment deposition functions are
like a set of blocks of linearly decreasing height. De-
position begins by stacking first the largest sand block
and then the largest shale block onto the column corre-
sponding to POGO. Shifting seaward one column, the
next largest sand and shale blocks are added and so on
until the blocks run out (Fig. 12).

This simple picture is modified by two constraints.
First, deposited sediment is stable over long periods
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where the slope of the depositional surface is below the
angle of repose. Above this critical angle, even sedi-
ments temporarily stable are assumed to be removed by
sporadic turbidites or similar erosive processes. Using
an input critical angle for stable deposition, the vertical
drop between adjacent columns determines if deposi-
tion is allowed to occur upon a given column. If the
vertical drop is more than allowed by the critical angle,
the simulation skips that column without depositing,
going on to the test the next column.

Second, sediment within the constraints of the model
cannot be deposited above sea level. If the sand and
shale blocks to be piled onto the column actuaily reach
above sea level, the thickness of both blocks is reduced
such that they just come to sea level. The relative sizes
of the two blocks are reduced in proportion to the sizes
by which they exceeded sea level at that position, for
the time step. The sand and shale left over are added to
the sediment triangles by increasing the height of the
remaining triangles and not their length, i.e., the num-
ber of remaining blocks is unchanged by the increase in
sediment.

Finally, the simulation tests to see if deposition has
been completed, i.e., no more blocks. When deposition
is completed, the program moves on to compaction.

Compaction

As with the decompaction of sediment performed in
the erosion segment, compaction requires knowledge of
the thickness of layers (the sediment blocks) and their
present porosities, i.e., their present state of compac-
tion. For each block, the weight of overlying blocks
determines the porosity. We have, however, used em-
pirical expressions relating porosity and depth for sands
and shales.

Shale porosity is taken to vary as ¢a In Z, where Z
is the depth of burial. Uncompacted porosity for shale
is 75% while the porosity at 10,000 ft. is about 20%. For
sandstones, the void ratio, the ratio of pore space to
rock space, is inversely proportional to depth. Un-
compacted porosity for sands is 40% while the porosity
at 10,000 ft. is about 27%. With depth, d, given in feet,
porosity for shale is defined here as:

$=0.75-0.06Ind
and for sands
$=02%/(a+d)

where a =2.1-10% ft.

In these empirical expressions, d represents the
thickness of overlying sediment. If the porosity is ai-
ready less than the computed value for the depth, no
compaction takes place. The latter can occur when
erosion has reduced the depth of the sediment. When
sediment is eroded, the remaining sediments do not
decompact. Thus, when weight is again added, compac-

tion does not occur until the new weight exceeds that
previously eroded.

Subsidence

Three independent types of subsidence are included:
(1) a global subsidence on the scale of the model, taken
to be a constant independent of horizontal location; (2)
a subsidence which increases linearly seaward of the
hinge point (Fig. 11); and (3) isostatic accommodation
to sediment loading and change in water depth. The
first two are independent of sedimentation. The three
components are summed at each horizontal position
and the column or block shifted down accordingly.

The isostatic response to sediment loading is found
from an equation stating that the weight of water,
sediment and mantle to some fixed depth is conserved:

PulBy + oA = PpBpn=0

where p,,, p, and p,, are the densities of water, sedi-
ment and mantle and A, A, and A, are the changes
in water, sediment and mantle thickness. The isostatic
response is:

A= (Pu/Pm) By +(ps/Pm) A

The densities are known: p, =1 g cm™?, p,=2.7 g
em™3 p. =34 g cm™3 and A, is the newly added

sediment.
Summary of simulation inputs

The following are descriptions of the simulation
inputs. As mentioned above the derivation of some of
these inputs is from readily available geologic informa-
tion. To run the simulation the following is required.

(1) Initial surface—defined by a set of points with
linear interpolation between them; vertical units are
feet; horizontal units are miles. In the example we show
in the figures, the number of vertices cannot exceed 60.

(2) Horizontal range (in miles) with start and end
values used in output plots.

(3) Range of time in millions of year—start and end
values used in output usually determined from paleo
data.

(4) Number of time steps.

(5) Stable deposition angle—assumed 2° unless
changed.

(6) Max. area eroded/time step—assumed O unless
changed.

(7) Length and height of sand and shale deposition.

(8) Global subsidence/time step which is kept 0
unless changed.

(9) Hinge point and slope of tectonic or thermal
subsidence seaward from hinge point.

(10) Density of matrix rock and shale at deposition
assumed to be 2.7 g cm ™3,

(11) Sea level variation—defined by average, initial
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phase. and amplitude /half cycle and time steps per 1/4
cycle.

(12) Time steps after which geometry plots are de-
sired.

Outpur plots

(1) Geometry of deposited surfaces at the end of
each user’s chosen time step (Fig. 15). The initial surface
is plotted as a thick line. The subsequent alternations of
sand and shale surfaces are shown in alternating thin
and thick lines. Horizontal scale is in miles, and the
vertical scale is in feet.

(2) Valil et al. (1977) aggradation versus time (Fig.
17). Vail aggradation, although carrying at least a four-
fold exaggeration and some distortion, is a means of
estimating sea-level variation from the rock geometry.
Two curves are plotted, the thicker curve represents the
true aggradation history, while the thinner curve is
derived from the final geometry, simulating the estimate
of sea-level variation, using Vail’s method.

The technique associates the vertical change in
successive POGOs with variations in sea level, although
this neglects the different subsidence histories of the
various POGOs with time. TRis even affects the true
aggradation curve, since the previous POGO has always
subsided somewhat between time steps, and therefore,
the difference in the two POGOs includes subsidence of
the first POGO with the change in sea level.

(3) Horizontal location of POGO, break-in-slope,
and last point of deposition versus time (Fig. 18). The
break-in-slope is defined as the last point at which
sediment filled to sea level.

Suggested sources of data input for simulation

This section describes the sources of data which can
be input to the simulation and Fig. 16 shows an exam-
ple of this, for clastic deposition, and the resulting gross
sedimentary geometries (Fig. 15).

(1) Number of time steps. The duration of each step
is determined by the length of the simulation (as de-
fined by the start and end times) divided by the number
of time steps. To simulate accurately the sediment
geometry, which results in part from sea level vari-
ations, the total time sampling must be no less than the
time between maxima and minima of the sea-level oscil-
lations with, preferably, several samples between peaks
and troughs. Thus the length of a time step must be less
than the minimum time between sea-level extrema and
the number of time steps is just the total time desired
(say 25 My, giving 25 time steps).

The length of time taken for the sea-level cycles may
be determined from paleontological dating. A variety of
published charts including those for the Jurassic and
Cretaceous by van Hinte (1976a, b), those for the Ter-
tiary by Vail and Hardenbol (1979), a time scale for the
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Phanerozoic and Archaean by Harland et al. (1982) and
for North America by Palmer (1983) provide the rela-
tionship between geological ages and a chronometric
time scale. An individual sea-level cycle may last any-
where from a few thousand years to 12 million years, so
the length of time steps will vary according to the length
of these sea-level cycles.

In our simulation, plots can be made after any time
step to display sedimentary geometry (Fig. 16). After
the final time step, any of the plots shown in Figs. 15,
16, 17 and 18 can be displayed including amplitude of
eustatic sea-level variation versus time, and two shore-
line positions of the latter chart are found differently.
One 1s determined before compaction and is the true
shoreline position and the other is determined after
compaction and is the position identified by Vail et al.
(1977). Fig. 18 shows the horizontal location of the
point of greatest onlap, break-in-slope of shelf and
furthest extent of sediment deposition.

(2) Number of horizontal points. The distance be-
tween each point, the horizontal resolution, is de-
termined by the width of shelf and shelf-derived sedi-
ment in the basin and matches the length of the model,
as defined by the start and end locations, divided by the
number of horizontal positions desired. .

(3) Height and length of sediment triangles. The
quantity of sand and shale deposited within a particular
time interval and their vertical and lateral distribution
can be determined in the following way.

(a) Using at least two wells along the line of the
simulation, in conjunction with a seismic cross-section,
determine the amount of sediment in terms of the
cross-sectional area of the sediment body (Fig. 10).

(b) Next calculate the percentage of sand and the
percentage of shale within this sediment volume. Using
these percentages and the total volume of the sediment,
one can determine the volume and /or area of sand (4,)
deposited and the volume and/or area of shale (A4.)
deposited per time step. For instance the volumes of
sand and shale are divided by the number of time steps.
The sand and shale should be uncompacted following
this last calculation. This is calculated in the following
way:

dy=d,(1-¢;)/(1—¢,)

where d; = uncompacted thickness, d, = compacted
thickness, ¢, = compacted porosity, ¢, = uncompacted
porosity.

(c) Next the length of the triangle representing the
volume of sand and shale deposited within the time
interval of the simulation is derived. The shale triangle
length (L.) is a fraction of the length of the total
sediment body being simulated. The exact fraction de-
pends upon the configuration of the depositional surface
and the amplitude of sea-level variations, and is de-
termined by iterating from an initial estimate. A rea-
sonable initial estimate of the shale length would be half
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the length of the entire sediment body with the height
hy=2A4_/L..

The sand triangle length ( L,) would be less than half
the shale triangle, with height A, =24, /L.

(4) Subsidence and the location of the hinge point
about which thermal subsidence takes place. The hinge
point is a position at which no thermal subsidence takes
place. Seaward of the hinge point subsidence increases
linearly. This subsidence is assumed due to thermal
cooling causing the crust to contract and so subside.
The position of the hinge point is determined from a
seismic section at the location where sediments cease to
thin rapidly landward. The subsidence rate, however, is
determined from an analysis of the geohistory curves
(Fig. 7).

(5) Bypass angle. The angle beyond which sediment
is not deposited we fixed at 2°, but this may be
changed to suit the operator. We chose 2° since modern
continental slopes seldom exceed this.

(6) Erosion. At sea-level lows the shelf is exposed
above sea level. The maximum area or volume of sedi-
ment eroded for each time interval while sea level is low
and below the shelf is set at zero unless changed by the
operator. Evidence from modern coastal plains suggests
that unless the coastal plain is uplifted and acquires
angles in excess of 5°, erosion to all intents and pur-
poses tends to be non-existent, and deposition may even
occur.

(7) The geometry of the initial surface. This is identi-
fied by using vertical and horizontal coordinates, and
these are determined from seismic data from which a
time-to-depth conversion is made, or from a combina-
tion of seismic data and wells. Clearly the present
configuration will not serve except as a first guess. We
suggest iterative trial and error.

(8) Eustasy. It was our hope that eustatic sea-level
variations could be derived from the integration of data
from many wells from all over the world (Guidish et al.,
1984). However, as discussed in the body of the paper,
we are unable to separate changes in eustasy from
sediment accumulation effects though relative magni-
tudes can be guessed at if traced from basin to basin.
Initially curves of Vail et al. (1977) and Vail and
Hardenbol (1979), or Pitman’s (1978) curves, or, alter-
natively, curves based on the operator’s initial geologic
interpretation of seismic data, can be used to estimate
sea-level changes. A different sea-level curve can then
be found by varying the initial guess (along with the
other program inputs) in the simulation geometry. A
discussion of the derivation of sea level from burial
history via the way outlined by Vail et al. (1977) is given
in Guidish et al. (1984).

APPENDIX II

The purpose of this portion of the paper is to spell
out the detailed mathematics of how laterally varying

Zgealx.t)

Fig. 19. Diagram for foreward model of sediment accu-
mulation in response to sedimentation rates, tectonic
movement and eustatic sea level changes.

onlap sequences are related to sediment fill, sea-level
rise and fall, tectonic subsidence and water level varia-
tions in a basin.

We start at some instant of time ¢ with a basin filled
as shown (Fig. 19).
In the time interval ¢ to ¢ +d¢, add the solid grammage:

dms=P1(x)[1‘q’1(x)Idzsed
and the water grammage:
dm,, =p,@(x) dzeg

and the sea level grammage:
dm

with dz,4 =0 to the left of X,. Here p,(x) is the
lithology-dependent grain density, ¢ (x) the surface
porosity, dz.4 the increase in thickness of sediment at
position x, dz, the increase in water depth (sea level)
which is independent of x (for the moment ) to the
right of the onlap point x4, and shoals to the left as
sketched.

Since all our calculations are isostatically com-
pensated, in order to establish the levels of sea level,
sediment thickness etc. at the next time stage of deposi-
tion, we break the calculation into three steps: (1) the
compaction of the sediments underlying the added
material, holding the basement fixed in position; (2) the
vertical compensation movement of the basin; (3) the
motion of the point of greatest onlap as a consequence
of (1) and (2); (4) proceed to the differential limit as
dt — 0, appropriate for continuous deposition.

sea = szSea

Compaction

As a consequence of increased solid grammage de-
posited, the underlying sediments are compacted such
that an element of sediment of lithology / which was at
coordinates (z, x) at time ¢, moves to coordinates (z —
Az,x) at time ¢ +d¢ and an element of lithology / at
(z+ H,x) moves to (z + H— AH,x) at ¢ +dt.



Skeletal matter being conserved we have:

[T e 0]

=/-z—A:+H—AH[1_ (pl(z',x)] dz’

z—Az

with Az =0 for an element sited on z = z, at time 1.
For a given law of porosity with depth (we use an

exponential variation of porosity with depth throughout

but the calculations can be redone for any specified

porosity with depth variation) we write:

P1(2, x) =@(x) exp[ — (24eq — 2)/a;]

so that:

dH,=dzey, exp[ —(z, — z)/a,](e"/* - 1)
X{1- gy exp[~ (2o~ 2= H))/a,]}

where:

®1p=91(x) exp[ = (z,— 2)/a)]

The base of the L™ layeris at z, =z, _,+ H, _, at
time ¢, and at z, —dz; =z, _,—dz,_,+d H, | at
time r +dz.

The total increase in sediment thickness at ¢ +d¢ at
position x is:

N
dh = dzsed - Z dHl

I=1
where N is the number of sedimentary layers deposited
prior to time 7. The height of the sediments above the
basement at z, at time ¢ +dt is:

N
h=dh+ Y H,
=1

The grammage of water lost from the Lth layer in
time ¢ to ¢ +d¢ is:
Am,=p, dH,

so that the total lost grammage of water is:

N
A'nw = Py Z dH, 1
I=1
The net balance of pore water in ¢ to ¢ +dr is then
dmy, =p @ (x)dzey—Am,,
In an infinite ocean this pore water change provides no
shift in sea level. It corresponds to a shift in weight on

the underlying mantle. The increase in mass in ¢ to
t +dt at x acting on the mantle is:

dw=dm +8m, +p, dz,,

while the sediment column height above basement in-
creases by dh.
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Basement motion

As a consequence of the increase in weight, the
isostatic basement position z, (x, ) will move. At x let
the basement move in time ¢ to ¢+d¢ from z, to
zy, —dzy. Then at the end of 7 +d¢ the column sedi-
mentary height is #+dh above basement, while the
water height above sediment is:

dz,, +dz,=dp

Thus measured from the basinal coordinates sketched
in Fig. 19 we have PE, (= potential energy of base-
ment material) given by

zy—dzy, ,

PEb=gpmf 2'dz’,
0

2y —dzy +h+dh
PEsed=g z

zy —dzy,
X{oL(z)[1=eL(z)]+pupr(z")}) dz’

zy—dzy+h+dh+dp
b b ’ ’
PEwaler = gpwf z°dz
2y —dzy, +h+dh

The total potential energy, PE, is then
PE=PE + PE;+ PE, ..,

Isostatic equilibrium is reached when the change of PE
w.r.t. dz,, is minimum, i.e., when 0PE/d dz, =0
This occurs at ¢ +ds when:

pu(zy —dzy )+ {pL(x,t +d1)[1- @ (x,2 +d1)]
+qu’1,(x7t+dt)}(lb—dzb+h +dh)
—{pL(z=2y=dzp.x)[1- @ (z =2, —dzy,x)]
+ PP (2y, —dzp,x)} (2, ~dz,) +p, dp=0

Now prior to increasing the load, at time ¢ we have:

P2y + {pL(x, )1y (x, 1)]
+oupL(x, t)}(zp + h)
—zp{pL(z=2,x)[1- @ (2= zp,x)]
+o,pL(2=24,x)} =0
Since the basement porosity changes as a result of
added load but the basement lithology does not we
have:
pL(z=1zp,x) =p(z=2,—dz,x)

Then, by subtraction, we obtain:

—ppdzy+p,(dzy +dzy,) +dhpey(x,2+dt)
—dzppeq(x,t+dr)
+(zp+ h)[ Peea (x,1 +dt) — peq (x, 1)]
+dzypeq (2 =12p,%)
3y (21,x) d

"[PL(Z=Zb’X)"Pw]———aZb zp=0
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ie.:
dzh{pb ~ Pyt Peg (X, 2 +dt)—p (2 =12y,x,1)

3oL (2p,x)
+sz[pL(z =24,X) = py ]
b

=py, Az +dhpeg(x, 2 +dt)+(zp +h)
X[psed(x’t +dt)-psed(x7 t)]

Hence we determine the basement motion dz, in the
time interval ¢ to ¢ +d¢ due to sediment and water
load. If, in addition, there are tectonic forces at play
causing a downshift in basement position dz,,,, then
the total basement response in ¢ to ¢ +d¢ is:

dzygn =dzp +dzeeg

dz,,
25(1) =f0’ d‘t““dt

so that:
zb(t +dt) =Zb(t)_dztotal

Sediment thickness and onlap

At the end of time interval ¢ to 7 +d¢ the basement
at x is now at position z, (¢ +dr), the sedimentary
column is of height A’ =h +dh and the water depth
above the sediment is increased by dz ., +dz,,.

At time ¢ the height of the sea level above the
basement (at z,)is H, (old) =z, — z,,. At time ¢ + d¢
the height of the sea level above the new basement (at
zp —dzyy) is:

Hsea(’ +dt) = Zsea +dzsca _(zb _dztotal)

= sea(t)+dzsea+dzlotal

Height of the sea level above the new sediment
column (of thickness A +dh) is

H(t+dt)=H,, +dz, +dz,,, —(h+dh)

The base of a sedimentary layer, layer L, at z, x at time
¢t is now at

2/ =z—-dz—zy(t+d1)
above the new basement position.

At time ¢ the point of greatest onlap, X,, Was where
H,, (1)=H(t), ie. 24, —z,=H(1).

At time ¢ +d¢ the point of greatest onlap has moved
to x, +dx, where the sea-level height above basement

equals the sediment column height above basement, i.e.
such that:

H(r+dt,x,+dx,) =0

Now:

H(t+dt,x)=Hg,(t, x)+dz,(x, 1)
+dzy (2, x)—h(t, x)—dh

and:
ah(t,xp)

axp

h(t,xp +dxp) = h(t,xp)-’r-dxp

while:
He,(1,x,+dx,) =0

so that shift in point of greatest onlap in ¢ to ¢t +d¢ is:

oh(t,x
dxp= {[dh —dzsea _dzlold]/[_(—p)]}
x=xp+dx,

8xp

Note that motion of the point of greatest onlap is
determined not only by sediment increase, sea-level
shift and basinal drop under sediment load plus tecton-
ics but also by the slope of the compacted sedimentary
layer surface at the point of greatest onlap, 9A(t,x,)/
dx,.
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